# Motivation of PCA
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The above subspace is defined with *m* mutually orthogonal vectors, known as *principle directions*. To optimally retain the variation of the data, we need to maximize the variance of the data after projection onto the subspace.

# Determine the first principle axis

PCA is usually solved in a step-wise fashion. First assume and let denote the single principle axis. The variance of the data after projection (having assumed centered data) is
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Now the optimization task is formulated as
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where the constrain stems from the fact that we are only interested in the directions.

The optimization problem is a constrained one and by introducing the Lagrange multiplier its corresponding Lagrangian is given by
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whose gradient with respect to **u** is
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Setting the above gradient equal to zero, we get
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Therefore, the principle direction is an eigenvector of the sample covariance matrix S. Plugging into , we obtain
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# The other principle directions

The second principle component is chosen such that

1. It is orthogonal to ![](data:image/x-wmf;base64,183GmgAAAAAAAKABQAIBCQAAAADwXQEACQAAA1sBAAACAIYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAqABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAf0AHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9GIgr0AAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMSK8AQUAAAAUAoABLgAcAAAA+wKA/gAAAAAAALwCAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///yQiCrIAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHUhAAOGAAAAJgYPAAEBQXBwc01GQ0MBANoAAADaAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAId1AAMAGwAACwEAAgCIMQAAAQEAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AqdEEigAAAAoAVCJmqdEEigAAAAAAGOQZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) and
2. It maximizes the variance after the data projection onto this direction.
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Similarly, the principle axis is the eigenvector corresponding to the largest eigenvalue of S. We continue this process until we find all the principle directions as required.

# PCA and SVD
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Assume the data matrix X is decomposed through SVD as follows
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Then, we know that the column vectors of U are eigenvectors of , which is equal to *NS*. Therefore, U contains the eigenvectors of S as columns corresponding to the non-zero eigenvalues.

In summary, assume the rank of X is *r*, then SVD tells that

1. U’s columns are *r* eigenvectors of corresponding to non-zero eigenvalues, which are also eigenvectors of .
2. stores the non-zero singular values of (equivalently, ).

In other words, we can find the eigenvectors of S, the principle axes, easily in *U*.

# Uncentered data

If the original data matrix X is uncentered, that is, its mean is not zero, then what shall we do?

In this case, the optimization objective (the variance after projection) is
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However, in this scenario, does NOT hold, which means we cannot simply apply SVD on X to get the eigenvectors of *S*.

Instead, if we define **,** then there exists . Subsequently, we apply SVD on .

In summary, if the original data is not centered, then we **should first center the data and then apply SVD on the centered data to get principle directions.**

From another perspective, since translation doesn’t change the variance, therefore the principle axes we find for the centered data are exactly also the principle axes for the original data.